h NCAR Developing and Evaluating Methods for Distributing Observations in DART using MPI*

“MPI: Message Passing Interface.
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1. Background 3. Alternative Methods 4. Performance Results
+ The Data Assimilation Research Testbed (DART) combines Gather-sort-scatter Gather-sort-scatter One-sided communication
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2. Current Method

Scaling: 208,901,231 observations o Onesded i key caching)

Peak per-process memory usage

Each process reads in a copy of the observation sequence
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Processes reference their own copies of the observation
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linked list is traversed is from earliest to latest observation 300
time = I~ * Observations are sorted in time order 200 * * Peak memory per-process is reduced from gather
100 3 o [ model, since observations are not collected on
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_ Number of processes —&— Time (s)
o Ex.Each node on Derecho has 256 GB, and each node = J Cotcumsc s e @' Soet v o procensen pte g
has 128 processes. 256 / 128 = 2 GB per process ) . . * We developed and evaluated two methods which
00 %:f window: * Time to read observation sequence from file can be used to distribute observations across
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