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Motivations

• Repository-specific self-hosted runners were developed in 
previous CI/CD projects

• Inconvenient to set up self-hosted runners for every project.

• Developing centralized CI/CD server for scalability of 
organization-level runners
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What is CI/CD?

• Automated workflow integrating code changes into source code
• Facilitates rapid and reliable delivery of software by automating 

the build, test, and deployment phases
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https://www.redhat.com/en/topics/devops/what-is-ci-cd



Benefits of CI Server

• Automated testing to ensure the stability in the codebase and 
cut down time of manual testing and debugging

• Enabling secure and scalable organization-level runners on 
the HPC system supporting Github Actions

• Avoiding costs of high-job counts, external servers (Circle CI)

Autoscaling for HPC Runners
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Github Actions

A workflow is defined in yaml 
file inside the .github/workflows 
directory
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Github Actions

- Events
- Events
- v
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Events

Workflow 
jobs

Runner 
Label

Each job could have a 
set of steps to run a 
command or a script

Job name
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What is a runner?

Runner is program on computer that execute jobs from the workflow
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Autoscaling the runners from Virtual Machine

• Kubernetes: container orchestration platform used 
for scale, manage and deploy containerized 
applications

• Helm: package manager for Kubernetes providing 
the way to define, install and upgrade the 
applications inside the Kubernetes cluster.

• Actions Runner Controller: Kubernetes operator 
that orchestrate and scale the runners for Github 
Actions 
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How do we autoscale runners in HPC?
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1. Container in Container 10
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What is Container?

• Virtualized operating system
• Lightweight, standalone and executable package of software
• Include code, runtime, system tools , system libraries and 

settings
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What is Container in Container?

• Running container technologies inside a 
container
Why?

• Kubernetes cluster require driver Docker 
or Podman 

• Isolating environment for building and 
testing without affecting the host system

• Portable server deployment
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Scaling Runners inside the Container

Organization name

Github Secret

Starting the runner 
for incoming jobs

Runner Name

Minimum Runners

Maximum Runners
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Container in Container Pipeline

-
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• Kubernetes cluster need Control 
group v2 for rootless environment

• Control group allows system to 
allocate resources such as CPU, 
memory, disk I/O and network 
bandwidth

• Derecho and most HPC system 
currently run cgroup v1 as default!

Roadblock
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2. Autoscaling Runners with Webhooks
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Webhooks

Whenever something 
happens to Github 
repository (Pull Request), 
Github will send an HTTP 
request to a specified 
URL
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Autoscaling Runners with Webhooks 18
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Snare

Listening to 
localhost port 

8080

Sharing the 
secret with 
webhooks

A simple program that listen to Github webhook 
events and runs the Unix command

Running Unix 
command
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Sending Webhooks with Github

Provided 
ngrok 

tunneling

Shared 
secret with 

snare
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Results

Code 
Changed

2nd user repo
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Autoscaling Runners with Webhooks 22
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Results

Repo with 
active 

workflows

Jobs running 
inside a 

workflow
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Challenges

• Implementing Kubernetes cluster 
inside rootless container

• Github API response time is highly 
variable (10 seconds ~ 10 minutes)

• Assigned runners sometimes 
lingering forever 

26



Autoscaling for HPC Runners

Future Work

• Develop robust authentication for 
user mapping in PBS schedulers

• Explore Github Teams and Enterprise 
for infrastructure

• Replacing ngrok with production 
public access method

27



Autoscaling for HPC Runners

• Mentors: Haiying Xu

                Brian Vanderwende

• Technical Support: Nick Cote
• SIParCS 2024

Thank you
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Runner 
name
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How to Autoscale the Organization Runners?
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