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Motivation: What are climate models?

Changes in the Atmosphere: Changes in the
Composition, Circulation Hydrological Cycle
erl i
Solar npn: l l
Clouds
l Atmosphere

N, 0, Ar,

H0,C0,, CH, N,0,0, ec.  ‘ocanicAciviy

Aerosols I

Changes in the Cryosphere:
Snow, Frozen Ground, Sea Ice, Ice Sheets, Glaciers

Changes in the Ocean: Changes infon the Land Surface:
Sea Level, Bi D':

Land Use, Vegetation, Ecosystems

Process Understanding

IPCC AR4 FAQ,
extracted from UCAR The Climate System

Current conditions at
Boulder Municipal Airport (KBDU)
Lat: 40.04°N Lon: 10523°W Elev: 5288ft.

Partly Cloudy Humidity 21%

o Wind Speed S 5 mph
T0°F et
21°C Dewpoint 28°F (-2°C)

Visibility 10.00 mi
Last update 31 Jul 4:35 am MDT

Extended Forecast for

Boulder CO

Today Tonight Thursday Thursday
Night

T -

High: 95 °F Low: 62 °F High: 97 °F Low: 64 °F

Haze Haze Hot Mostly Clear

Weather Forecasting
NOAA National Weather Service

Concept diagram of climate modeling

3-D grid box emitted and momentum  incoming
(CO2, dust, H20) reflected radiation (winds) solar radiation

weather
system

Source: 2000 W.F. Ruddiman

Numerical Models



https://forecast.weather.gov/MapClick.php?CityName=Boulder&state=CO&site=BOU&lat=40.0269&lon=-105.251
https://scied.ucar.edu/learning-zone/earth-system/climate-system
https://scied.ucar.edu/learning-zone/earth-system/climate-system

Motivation: What are climate models?
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Motivation: What are climate models

Time Scales
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https://svs.gsfc.nasa.gov/3864
https://svs.gsfc.nasa.gov/3864
https://svs.gsfc.nasa.gov/3864

Motivation: Push towards Higher Resolution
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http://n2t.net/ark:/85065/d7vt1q7c
http://n2t.net/ark:/85065/d7vt1q7c
http://n2t.net/ark:/85065/d7vt1q7c

Motivation: What are climate models?
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https://knowyourmeme.com/photos/1694488-mildly-interesting

Motivation: Arrival of Kilometer-scale Global Models

LAT/LON GRID s MAPPING OF THE GRID FAR ot The World in Global Climate Models

(COMPLETELY CLOSED) R (Color swarches, bold o N Mid-1970s Mid-1980s

Structured Lat-Lon Grid Increase in spatial resolution allows more
NCAR Graphics climate process representations

Intergovernmental Panel on Climate Change (IPCC) AR4;
FAR/SAR/TAR: First/Second/Third Assessment Report, AR4: Fourth Assessment Report

Limitation: 2x Increase in Resolution
requires 10x more computing power



https://ngwww.ucar.edu/grids.html#LatLon
https://ngwww.ucar.edu/grids.html#LatLon
https://ngwww.ucar.edu/grids.html#LatLon

Motivation: Arrival of Kilometer-scale Global Models

T42 : ...thus drives motivation for transitioning to
= \ unstructured grids, which allows increase in
‘ resolution in certain regions.
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https://ngwww.ucar.edu/grids.html#LatLon
https://scied.ucar.edu/learning-zone/how-climate-works/climate-modeling
https://ngwww.ucar.edu/grids.html#LatLon

Motivation: Arrival of Kilometer-scale Global Models

T42 ...thus drives motivation for transitioning to

\ unstructured grids, which allows increase in
‘ resolution in certain regions.
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https://ngwww.ucar.edu/grids.html#LatLon
https://scied.ucar.edu/learning-zone/how-climate-works/climate-modeling
https://ngwww.ucar.edu/grids.html#LatLon

Motivation: Arrival of Kilometer-scale Global Models

T42 : ...thus drives motivation for transitioning to
unstructured grids, which allows increase in

\ . , .
‘ resolution in certain regions.
Node 1 Edge 1 Node 2
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Higher re§c?lut|on IS r.equwed for & o
answers to critical questions at regional Edge 3
. Node 3 Node 4
Warren n/NCAR;
T42: mid-1990 typical model resolution; T85: 1 degree resolution (100 x 150km);
T170 andT340: High resolution Two triangular grid
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https://ngwww.ucar.edu/grids.html#LatLon
https://scied.ucar.edu/learning-zone/how-climate-works/climate-modeling
https://ngwww.ucar.edu/grids.html#LatLon

Challenges of Using
Unstructured Grids

No widely-used convention for
unstructured grid representation

‘ UGRID H MPAS H ICON H CAM-SE ” SCRIP H EXODUS ’ ‘ ESMF ’ ‘

Existing grid formats and files

Details for each grid format available on Uxarray readthedocs




Challenges of Using
Unstructured Grids

Storm resolving resolutions
generate a LOT of data

xarray.UxDataArray ‘vorticity_ 200hPa' (time: 1, n_node: 83886080)

—]
=l [83886080 values with dtype=float32]

Vorticity plotted from 3.75km MPAS Atmosphere mesh,
composed of roughly 84 million nodes and 42 million
faces at a single timestep.

One file at this resolution in a single timestep has the
size of ~10GB.




Challenges of Using
Unstructured Grids

Trivial structured grid operators
typically need to be
reimplemented

' xarray

temperature precipitation latitude longitude

X reference_time

Xarray functionalities are built upon structured grids,
which discrepancies are introduced when using
unstructured grids.

Regridding

|
[
! |
[

Unstructured Mesh Structured Mesh




Challenges of Using
Unstructured Grids

ajx Why Uxarray?

No widely-used convention for Supports wide range of
unstructured grid representation unstructured grid conventions

Supported s

Formats/Files

g {L UGRID H MPAS H ICON \H/CAM-SEN SCRIP \HEXODUSN ESMF ]‘ '

A AAPA A4S

UXarray




Challenges of Using
Unstructured Grids

Storm resolving resolutions
generate a LOT of data

N
N
N

Model Output on Native
Unstructured Grid

%}jx Why Uxarray?

Avoids duplication of memory
consumption from regridding

N
N
N

Regridded Model Output
on Lat-Lon Grid




Challenges of Using
Unstructured Grids

ij Why Uxarray?

Trivial structured grid operators Avoids introduction of
typically need to be discrepancy from regridding
reimplemented




Challenges of Using
Unstructured Grids

@)jx Why Uxarray?

Eliminates overhead from
regridding




Project Raijin and UXarray Goals

1. Develop extensible, scalable, open 2. Sustainable and community owned

source software for data analysis on
unstructured grids

KComputationaI ope@tors
. ©
Flx) 3¢
A - L(x) :
oY —_—
(S
/Plotting -

-
/Regridding

> GitHub




Routine Enhancement: Weighted Mean

Direction of rotation

North Pole

B
57

Grid box in the tropics would
cover a spatial area that is larger
than that in the midlatitudes.

South \atitude

South Pole

Lat-lon grid

Click to add footer



https://ngwww.ucar.edu/grids.html#LatLon
https://www.dummies.com/article/academics-the-arts/science/geography/grasping-the-global-geographical-grid-hip-hip-hipparchus-201220/

Routine Enhancement: Weighted Mean

Regular mean would not take the area into account...

Single datapoint
covers a larger area
Single datapoint
covers a smaller ar

...\Weighted mean will normalize data by the weights
(e.g. face area or edge length)



https://ngwww.ucar.edu/grids.html#LatLon

Routine Enhancement: Weighted Mean

Large file size makes loading
datasets in-memory impossible...

grid_path = "/glade/campaign/cisl/vast/uxarray/data/dyamond/3.75km/grid.nc"
data_path = "/glade/campaign/mmm/wmr/fjudt/projects/dyamond_1/3.75km/diag.2016-88-01 00.00.00.nc"

uxds = ux.open_dataset(grid_path, data_path)
uxds.nbytes

= 17.28 GB for a single timestep at 3.75km

c1: [ resolution T R

[8]: xarray.UxDataset

Dimensions: (time: 1, StrLen: 64, n_face: 41943042, n_node: 83886080)

v Coordinates:

time (time) datetime64[ns] 2016-08-0

(]

- Data variables:

99)

daSk ...but Dask implementations allows
' conducting operations in-parallel.

| UCAR J




Benchmarking for Weighted Mean

Execution Time for Constructing Array and Computing

B Execution Time for Constructing Array [l Execution Time for Computing

1.25
1.00

0.75

Time (s)

0.50

0.25

0.00
15

Gobal Mean Mesh Spacing (km)

Data for benchmarking:
Synthetic Data on MPAS grid for DYAMOND, the global storm resolving models intercomparison
project (Stevens et al., 2019)
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Documentation Enhancement for UXarray

Loading Data with the parallel argument

Similar to Xarray, UXarray alsc supports loading data in parallel. Performance may not be significant due to the chosen dataset for this

nctebook: and Dask client configuration requires custemization depending on the data.

The following code demonstrates setting up a local cluster with the use of 128 cores ( n_workers ), with 2 jobs ( threads_per_worker ) for

each core.

%X%time
# Regular Load
uxds_e3sm_basic_load = ux.open_mfdataset(grid_file, data_files, parallel=False)

CPU times: user 18.6 s, sys: 244 ms, total: 18.9 s
Wall time: 18.9 s

%%time
# Parallel Lload
uxds_e3sm_parallel load = ux.open_mfdataset(grid_file, data_files, parallel=True)

CPU times: user 11.5 s, sys: 1.5 s, total: 13 s
Wall time: 12.7 s

Populate user guide for Uxarray — Dask Implementation for Parallel Loading




Documentation Enhancement for UXarray

CPU times: user 4.48 s, sys: 559 ms, total: 5.84 s
Wall time: 4.98 s

Surface Temperature

uxds_e3sm_multi

<xarray.UxDataset>
Dimensions:

time: 72,0 n_face: 21600, Jlev: 72, ilev: 73,

B >p_tau: 7, cosp_scol: 10,
cosp_ht: 48, cosp_sr: 15, cosp_sza: 5,
cosp_htmisr: 16, cosp_tau_modis: 7, cosp_reffice: 6,
cosp_refflig: 6)

3

TS (K)

Coordinates: (12/13)

lev (lev) float64 ©.1238 ©.1828 ©.2699 ... 993.8 2998.5
* ilev (ilev) float64 ©.1 ©.1477 ©.218 ... 998.5 997.9 1e+83
* cosp_prs (cosp_prs) float64 %e+04 7.4e+04 ... 2.45e+04 9e+@3 000016
* cosp_tau (cosp_tau) float64 ©.15 @.8 2.45 6.5 16.2 41.5 100.0
* cosp_scol (cosp_scol) int32 1234567 89 10
* cosp_ht (cosp_ht) float64 1.896e+04 1.848e+04 ... 720.0 240.0 0.00014
* cosp_sza (cosp_sza) float64 ©.0 20.0 40.0 60.0 80.0 —
* cosp_htmisr (cosp_htmisr) float64 0.8 250.0 ... 1.6e+04 1.8e+@4 T
* cosp_tau_modis (cosp_tau_modis) float64 ©.15 ©.8 2.45 ... 41.5 100.0 %
* cosp_reffice (cosp_reffice) float64 5e-86 1.5e-05 ... 5e-05 7.5e-85 000010 §
* cosp_reffliq (cosp_reffliq) float64 4e-86 9e-86 ... 1.752-85 2.5e-05 f
* time (time) object ©0001-02-01 60:00:00 ... 0887-01-081 @0:... 605 %
BT ————— " ates: n_face, nbnd 2
I Data variables: (12/471)!' 5
Y
0.00006 g
wi

0.00004

0.00002

0.00000

Populate UXarray usage examples — Visualization with Holoviz with E3SMv2 EAM 1-degree
resolution




Documentation Enhancement for UXarray

Calculating Cloud Radiative Effect (netCRE) with UXarray
Cloud radiative effect can be calculated as follows:

Shortwave cloud radiative effect can be approximated as the difference beteween all-sky net shortwave flux (FSNT) at the top of the model
and the clear-sky net shortwave flux (FSNTC).

faath) Shortwave CRE at top of model (SWCRE)

SWCRE = FSNT - FSNTC 0

Longwave cloud radiative effect is similar to that for SWCRE, but the all-sky and clear-sky longwave fluxes are applied instead.

{math}
LWCRE = FLUT - FLUT

Net cloud radiative effect is thus the difference beteween shortwave and longwave cloud radiative effect.

{math}
netCRE = SWCRE - LWCRE

-100

Calculate Shortwave Cloud Radiative Effect (SWCRE)

SWCRE

All of the following dataarrays are lazily loaded, as demonstrated below.

—-150

# Define function to display variable size in MiB
def var_size(in_var):
result = sys.getsizeof(in_var) / 1024 / 1024
return result

—200

# Loading Variables
FSNT = uxds_e3sm_multi["FSNT"]
FSNTC = uxds_e3sm_multi["FSNTC"]

SWCRE = FSNT - FSNTC time: 0
SWCRE.name = "SWCRE" # UXarray requires dataarray to have a name

Populate UXarray usage examples — Conducting operations with UXarray and Visualization with
Holoviz
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Summary and Future Steps

UXarray meets the need of unstructured-grid data analysis

Uxarray is now progressing towards higher scalabilty, in parallel to
populating with more functionalities on unstructured grids.

UXarray always welcome user feedback for improvements.

JX

User Gwde GitHub

rtam@ucar.edu




