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Motivation

Winter precipitation hazards, such 
as rain, snow, freezing rain, and 
sleet, significantly impact human 
safety and transportation.
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What I did

Enhanced model accuracy through hyperparameter optimization and quality 
control of training data.
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Analyzed model performance against Numerical Weather Prediction (NWP) 
models and investigated failure modes

Developed visual representations of model results to ensure transparency and 
reliability for forecasters.

Made bug fixes in MILES / ECHO github repositories



Model Framework

Input Data

NOAA Rapid Refresh Vertical Profile
➢ 0 - 5 km above surface, every 250 

meters)
➢ Temperature, Dewpoint, U-Wind, V-Wind
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Model Framework

Input Data

NOAA Rapid Refresh Vertical Profile
➢ 0 - 5 km above surface, every 250 

meters)
➢ Temperature, Dewpoint, U-Wind, V-Wind
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Target

➢ mPING Observations of precipitation types
➢ Rain, Snow, Sleet, Freezing Rain
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ML Methods

Outputs:
● probability of rain, snow, 

freezing rain, sleet
● pseudo-class of “I don’t 

know” representing 
evidential uncertainty

● uncertainties for each 
class are derived
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The model is similar to a simple dense neural network with a custom evidential 
loss function. 
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Schreck, J. et. al., 2024: Evidential Deep Learning: Enhancing Predictive 
Uncertainty Estimation for Earth System Science Applications



Data & Quality Control

➢ mPING has more spatial coverage in populated regions as compared to other sources 
➢ Quality control is a necessary step to reduce bias and human error

before qc
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after qc
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Data & Quality Control

QC procedure: 
● Locate closest grid cell to mPING coordinate
● Compute surface wet bulb temperature
● Rain: wet bulb temp > -1°C
● Snow: wet bulb temp < 3°C
● Freezing rain & sleet (ice pellets): wet bulb temp < 0°C and at least 1 temp crossing from -2 to 1°C
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Hyperparameter Optimization
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Ran hyper parameter 
optimization on newly QC’d 
data using Earth Computing 
Hyperparameter Optimization 
(ECHO) package

● 1000 trials
● maximize average 

validation accuracy



Hyperparameter Optimization Results

Previous qc
mPING confusion matrix (normalized)

New qc
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Hyperparameter Optimization Results

Previous qc
mPING confusion matrix (normalized)

New qc
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Trustworthy AI & Forecaster Guidance

Figure courtesy of Mariana Cains

14Introduction | Framework | Results | Forecast Guidance | Conclusion



Trustworthy AI & Forecaster Guidance

(Cains et. al 2024)
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Understanding failure modes

Considerations when selecting new forecast guidance:

How new guidance verifies compared to existing 
guidance

Ability to examine guidance 
predictions for archived cases

Understanding inputs 



Comparing New Guidance to Existing Guidance

Comparing HRRR precip categorizations to Evidential categorizations

Evidential HRRR
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Comparing New Guidance to Existing Guidance

Comparing HRRR precip categorizations to Evidential categorizations
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Understanding Failure Modes

The evidential model is more likely to incorrectly classify 
freezing rain and sleet. 

18Introduction | Framework | Results | Forecast Guidance | Conclusion



Examining Predictions of Archived Cases

Case Study 1: 2023-12-26 0100
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Examining Predictions of Archived Cases

Case Study 2: 2024-03-24 0800
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Conclusion 
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Quality control procedures combined with ECHO 
optimization improves model performance

P-Type model performs well with rain and snow 
and under-performs with sleet and freezing rain

Case studies show evidence of model 
performance and help forecasters understand the 
basis for its predictions.
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Discussion

Probability time series and time lagged temperature 
profiles can also visualize changes through time at a 
specific location
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Why distinguish between types of uncertainty?

Hullermeier and Waegeman (2020)
arXiv:1910.09457v3

Aleatoric Uncertainty
● Irreducible: more examples 

do not help; more relevant 
features would be needed 

Epistemic Uncertainty
● Reducible: more data examples 

can reduce this uncertainty
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Quality Control
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Quality Control
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Hyperparameter Optimization

metric: val_ave_acc 

model: 
  activation: leaky_relu
  annealing_coeff: 34   
  batch_size: 1130 
  dropout_alpha: 0.11676011477923032 
  epochs: 100
  evidential: true
  hidden_layers: 4
  hidden_neurons: 212
  l2_weight: 0.000881889591229087 
  loss: evidential
  lr: 0.004800502096767794
  optimizer: adam 
  output_activation: linear
  use_dropout: 1
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Results
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Trustworthy AI & Forecaster Guidance

Considerations when selecting new 
guidance:

● How new guidance verifies 
compared to existing guidance

● Understanding failure modes
● Ability to examine guidance 

predictions for archived cases
● Understanding inputs 

● Ability to sample the guidance 
via web-based tools

● Comparing guidance to 
observational data

● Understanding how output is 
derived

my focus

Ptype Model

Performance

Case Study

Web access

Comparison

(Cains et. al 2024)
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Discussion

Analyzing changes in precipitation type across time and space is particularly important.

Animations are a 
useful way to 
visualize data across 
both space and time
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