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# Abstract

Established in 1975 as a European co-operation, ECMWF is celebrating its 40th anniversary this year. ECMWF is both a research institute and a 24/7 operational service, producing and disseminating numerical weather predictions to its Member States.

Ongoing research and development efforts are delivering continued improvements in weather forecasting – ECMWF’s operational weather prediction system is therefore continually undergoing changes and upgrades. The performance of the High Performance Computing Facility (HPCF) is an essential factor for achieving the targets for the improvements in forecast skill. ECMWF’s data archive holds the world’s largest collection of meteorological data.

The presentation will give an overview of ECMWF’s current operational forecasting system and high-performance computing and storage infrastructure. It will highlight some of the recent developments and outline next steps going forward.

Trends in high-performance computing architectures pose significant challenges for writing applications. ECMWF’s Scalability Programme aims at developing the next-generation forecasting system addressing the challenges of future exa-scale computers.
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