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INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY
EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A
PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests,
such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change
to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully
evaluating your contemplated purchases, including the performance of that product when combined with other products.

Intel product plans in this presentation do not constitute Intel plan of record product roadmaps. Please contact your Intel representative to
obtain Intel's current plan of record product roadmaps.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel.

Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to
Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more
information regarding the specific instruction sets covered by this notice.

Notice revision #20110804

All products, computer systems, dates, and figures specified are preliminary based on current expectations, and are subject to change without
notice.

Intel processor numbers are not a measure of performance. Processor numbers differentiate features within each processor family, not across
different processor families. Go to: http://www.intel.com/products/processor_number

Intel, processors, chipsets, and desktop boards may contain design defects or errors known as errata, which may cause the product to deviate
from published specifications. Current characterized errata are available on request.

Intel, Intel Xeon, Intel Xeon Phi, the Intel Xeon Phi logo, the Intel Xeon logo and the Intel logo are trademarks or registered trademarks of Intel
Corporation or its subsidiaries in the United States and other countries.

Intel does not control or audit the design or implementation of third party benchmark data or Web sites referenced in this document. Intel
encourages all of its customers to visit the referenced Web sites or others where similar performance benchmark data are reported and confirm
whether the referenced benchmark data are accurate and reflect performance of systems available for purchase.

Other names and brands may be claimed as the property of others.
Copyright © 2013, Intel Corporation. All rights reserved.

intel
Copyright © 2013 Intel Corporation. All rights reserved.

*QOther brands and names are the property of their respective owners



Intel in HPC: In 2009
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Processors Intel in HPC: Coprocessor
In 2013+ -

Fabrics
Intel® Truescale

Intel® Ethernet
Products

“¥ 4—  NextGeneration
(inteD Interconnects

''''' @ Software

Intel

Intel® Enterprise Par?t!!%

Edition for Lustre* ><E et

software Cluster
Studio
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Integration Is The Key

Unprecedented Innovations Only Enabled by the Leading Edge Process
Technology

ath Memory Control &
Cop YCESSOr on-packagememtiry
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Addressing the Power Challenge
Near Threshold VVoltage Operation Demonstrated

HIGH
Subthreshold NTV

ENERGY
EFFICENCY

. E—

Wide Dynamic Range

S. Jain, S. Khare et. al. "A 280mV-to-1.2V Wide-Operating-Range IA-32 Processor in 32nm CMOS,"” ISSCC 2012

The voltage knob is the biggest knob we ha\(e,)
but it needs to be used intelligently &
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Transparent Hardware and System Software
Recovery in the Face of Failures is Essential

MTTI Measured in Minutes
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Fabric Innovation Has to Accelerate to

Balance Demands for Bandwidth, Latency,
Resiliency, and Scalability

Challenge

HPC Clusters

Bandwidth
Today: 10GB-20GB

Latency
Today: 1000s of ns

Energy Efficiency
Today: 12-25 pJ/bit

Application

Scalability
Today: 1000’s of
nodes

Mgmt, Security, QoS

100s of GBs per second

10s of nanoseconds
across the fabric

3-5 pico Joules per bit
per Link

New Workloads in HPC,
Big Data, Analytics, &
Search

10K-100Ks nodes in a
Datacenter

Cluster Fabric Mgmt

Intel’s

Comprehensive Connectivity and
Fabric Portfolio
=F AR

' THE SUFERCCNPUTER CONPANY

» [abrics are Becoming the Next Bottleneck
to Unrelenting Need for Performance &
HPC Workloads and Data in Cloud

» Qur Goal: Innovate at the System, Node,
and Fabric



3D Integration of Compute, 10, And Memory Is
the Only Solution For Energy Efficient BW

o R  Thin Logic and DRAM die

e - » Through silicon vias

 Energy efficient, high
speed |0 to buffer

« Detailed interface signals
created on the logic die

DRAM or

Silicon Via




Intel Exascale Labs — Europe

Strong Commitment To Advance Computing Leading Edge:
Intel collaborating with HPC community & European researchers
4 labs in Europe - Exascale computing is the central topic

r ExaScale Computing ( | ExaCluster Lab, '( ExaScience Lab, ( Intel and BSC Exascale 1 '

Research Lab, Paris Julich Leuven Lab, Barcelona

Performance and scalability of Exascale cluster scalability Comms avoiding algorithms Scalable RTS and tools
Exascale applications and reliability Architectural simulation New algorithms
Tools for performance Scalable kernels and RT
characterization
f www.eXascale-labs.eu '

&

Daresbury

Signed Collaboration agreement &3
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...out back to the topic at hand

« Power and performance challenges exist to
get to Exascale

* Preparing for Exascale? Aren’t we a little
early?

* The key facts...
 Data Center life cycle - 10-15 years
» HPC cluster life cycle - 3-5 years

» |eads to interesting results...

*QOther brands and names are the property of their respective owners



@BOO Projected Performance Development
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NCAR Yellowstone
New supercomputing center in Wyoming




Exascale at #1 by 2019
NCAR will be 10 years old in 2022
Exascale at #500 by 2026
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The four essential elements
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The four essential HPC elements
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The four essential HPC elements
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ASHRAE Liquid Cooling Guidelines

« ASHRAE team worked to
provide better guidance for
liquid cooled systems

- Bull, Cray, Dell, HP, IBM, 2011 Thermal Guidelines for
Intel, SGI, and others all Liquid Cooled Data Processing

participated Environments

‘Whitepaper prepared by ASHRAF Technical Committee (T'C) 8.9 Mission Critical
 Download at:

e http://tc99.ashraetcs.orq
or;

.
) emall - & 2011, American Sodety of Heatne, Refrigerating and Air-Conditioning Enginsers, Inc Al righes
reserved ThL.puhh_atlmmrmxl' reproduced in whols or in part, may not be dismibuted in papar

ASHRAF TC9.9

ar digital form; and may not be posted in any form oo 'Ih:In:l‘-!:I:I.Et'H‘I.‘ﬂl\'I:IIFI."I'F".:.'E empressed Writsn

m|ChaEI.k,Datterson@|ntel_com permission. Inquiries for use should be directed to publisher gashrae. o
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New Classes!

Table 1: 2011 ASHRAE Liquid Cooled Guidelines((I-P version in Appendix A)

———— Typical Infrastructure Design - ]

Liquid Cooling Supplemental Cooling Facility Supply Water
Classes Main Cooling Equipment Equipment Temp(C)

W1(see Figure 3a) Water-side Economizer
. Chiller/Cooling Tower
W2(see Figure 3a) (w drycooler or cooling tower)
W3(see Figure 3a) Cooling Tower Chiller
Wia(see Figure 3b) Water-side Economizer N/A
(w drycooler or cooling tower)

VW5(see Figure 3c) Building Heating System Cooling Tower
See Operational
Charactenstics

S
0

20 | Intel Confidential under NDA



Water Quality Problems

e Corrosion - chemical attack on materials of

construction (e.g. chloride corrosion in stainless
steel)

« Scaling - chemical formation of deposits In
cooling systems (e.g. hardness scaling)

 Fouling - particulate or physical blocking of

channels or coating of surfaces (e.q.
construction debris or dirt/dust blocking nchannels)

 Microbial - Biological activity in water
systems (e.g. can lead to fouling or corrosion)

intel
ight © 2013 Intel Corporation. All rights reserved.
and names are the prope f their respective owners



Things to know....

 Every water system Is an on-going
chemistry and biology experiment

* Closed loop systems need water quality
monitoring and maintenance

e [n water systems; there is no such thing as

“zero” - there is always some bacteria, minerals,
dissolved solids, just at trace levels

Ignoring water quality and water treatment
guarantees failure

Copyright © 2013 Intel Corporation. All rights reserved.
*QOther brands and names are the property of their respective owners



Case-study

« Compare direct-liquid cooled system vs. air-cooled
 Use as much as possible the same components

« Working with RSC, who uses EPSD Jefferson Pass board in
their liquid-cooled HPC system design called Tornado

« The same board, CPUs, memory DIMMs, etc. used for
benchmarks in liquid and air-cooled environment

 Cooling subsystem and power delivery are only two things
which differ

 Consider meaningful HPC applications

« Likely not all apps will yield the same improvement: focus
on those which are frequency bound and not power limited,
Turbo to allow performance impact from the higher Turbo
upsides

intel
Copyright © 2013 Intel Corporation. All rights reserved.
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>30 °C cooler CPUs

Higher sustained frequency.
Lower number of frequency
transitions
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The four essential HPC elements
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Proceedings of the ASME 2013 International Technical Conference and Exhibition on Packaging and Integration
of Electronic and Photonic Microsystems

InterPACK2013

July 16-18, 2013, Burlingame, CA, USA

InterPACK201

A FIELD INVESTIGATION INTO THE LIMITS OF HIGH-DENSITY AIR-COOLING

Michael K Patterson
Intel Architecture Group
Intel Corporation
Dupont, Washington

J. Barr von Oehsen Jim Pepin
Clemson University
Clemson. South Carclina

Clemson University
Clemson, South Carolina

Vaibhav K Arghode
G.W, Woodruff School of
Mechanical Engineering
Georgla Institute of Technology
Atlanta, Georgia

ABSTRACT
In thus p we teport on & feld myestizgation wro arflow
manngement challenges in high depsity data centers Thas field
ivestigntion  has  also  served o validare  laborasory
mvestigntions into lugh density nir coolmng issues. In data
centers with significant power consumption, mxl consequently
high cooling loads per rack. high volumes of room airflow are
required 1o meet sérver coolng auflow requirentents. These
volmmes of aw can be difficult to deliver in raised floor bot asle
cold ¢ layouns, The velocuy of the mrflow 15 such thar 1t
Crexies & pegalive presswe near the boltom of the rack. Thus
negative pressure entrams aur from wader amd behmd the ack.
cansing recircunlation aod warmer air besug provided ro the
servers &t the base of the rack Tlus can cause operational
problems and server pesformance nmpacts. This pheo m
has been demonstrated in previons papers reporting on fest data
usipg partcle mmagmg velocunetry (PIV) techmiques. The

Copyright © 2013 Intel Corporation. All rights reserved.

Randall Martin
Clemson University
Clemson, South Caralina

Yogendra Joshi
G.W. Woodruff School of
Mechanical Engineering
Georgia Institute of Technology
Allanta, Georgia

Robin Stembrecher Jeff King
Intel Architecture Group
intel Corporation
Dupent, Washington

Inte! Architecture Group
Intel Corporation
Hillsboroe, Oregon

current work validares those stadies by looking at akrflow.
mftared thermography, and actual IT perfoonunce while the
under mck recirculation flows are occwring. Additiona
demonstrate stenificant improvement by employg n
apflow management practices. We also discuss the lunitations
of current CFD modeling, the majority of which does pot have
sufficient grid-wise resolution 1o capture the problem Further
we dncuss typecal operational condations that have suppressed
the problem (o1 perbaps the awareness of) to date. Fmally, the
paper secomunends best practioes to nutigate the problem
bngh density data centers.

INTRODUCTION
Data Center design las become as big a challenge as the
desspn of the IT systemns thar they support Today's IT
facturers have made the development anxd deployment of

Copymight € 20xx by ASME

*QOther brands and names are the property of their respective owners

ASME Paper from this
summer's InterPACK

e-mail me for a copy

Documents the air-
cooling issues we
have found with high
density airflow
challenges on raised
floors




Particle Imaging Velocimetry

 High velocity thru
raised floor tiles
causes a venturi effect

* Creates a negative
flow at the server inlet
- The server will get the
airflow needed...but

maybe not at the right
temperature

» Experienced this with
AN N as low as 1000 ctm
600 620 640 660 680 (470 I/SEC)

Distance measured from the centre of cold aisle (mm)
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Before and after...

SELIR — 1134 |
ol I ' 19
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For medium flowrates, airflow -
management best practices ®
solved the problem -

= containment ; %%

= blanking plates j ;R
[ o ] ! n :
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There will always be air-cooling in HPC,
but the high end is trending towards liquid

Short term Long Term

 Colder data centers during ¢ Recognize that HPC is
peak use moving beyond standard

« Extra cold aisle tiles data center practices

Adding localized cooling ’ gfoeg%'g%l( \]:\;Or?clfso kW to

Containment _
» Engage the suppliers and

- Loldaisle data center designers in
- Hot aisle advanced thermal
- Chimneys management solutions

Additional supply ducting  * Higher levels of vertical
Integration provided with

the cluster procurement @

Copyright © 2013 Intel Corporation. All rights reserved.
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The four essential HPC elements
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Density Trending - Power

Power per square foot

Processors per square foot

Not to scale, for
demonstration purposes

Copyright © 2013 Intel Corporation. All rights reserved.
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Density Trending - Weight

Enhanced

Raised

Raised Floor

Cor

crete

Floor

Pound per square foot

Processors per square foot

Not to scale, for
demonstration purposes
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Density Trending - Fabric Cost

Some

Optical

Dollars

Less Optical = Mostly Copper

Processors per square foot

Not to scale, for
demonstration purposes

Copyright © 2013 Intel Corporation. All rights reserved.
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Density Trending - Cooling Cost

= * Hybrid— Liquid
: | et . Cooling
. x e = Liquid =
= =| Standard :| Cooling =
o l - . O ] ]
o r=Free-alf——5ircooling - -
cooling = . .
E - = Immersion
Processors per square foot
demonstration purposes
Copyright © 2013 Intel Corporation. All rights reserved. inter
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Density Trending - TCO: OpEx+CapEx

Our Goal:
What is this

sweet spot?

Dollars

Processors per square foot

Not to scale, for
demonstration purposes e
Copyright © 2013 Intel Corporation. All rights reserved. ertfl
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The four essential HPC elements
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Utility Interaction

* As large systems trend towards 10 to 30
MW, planning and coordination with the
utility must increase

 We are seeing Apower/time requirements

- Exploring specifics of these

- May add features in software and resource
manager to change start-up and ramp-down
HNES



EEHPC WG

« WG brings together experts in both infrastructure
and HPC computing systems

 Leadership role in providing analysis and
recommendations in topics of importance to HPC
community

« Warm water cooling recommendations

PUE -> TUE

Data Center Energy Management Dashboard
Water cooling commissioning guidelines

Power measurement methodology - please use it for
this springs Top 500 and Green 500 submissions

intel
Copyright © 2013 Intel Corporation. All rights reserved.
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PUE Definition

Rejected
Energy

A
Cooling 1 (f)

Utility

_ Total Energy  Cooling + PowerDistribution + Misc+IT  a+b
~ IT Energy IT - d

Copyright © 2013 Intel Corporation. All rights reserved.
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but PUE isn't perfect, consider.....

PUE =

pwr + fanpc + (IT + fan;r)

(IT + fan;7)

-

data center

=)

Y

IT

fa

1
=
=

n
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a)
both

fans
=)

b)

IT
fans
only =

C)
bldg
fan

only =

Copyright © 2013 Intel Corporation. All rights reserved.
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Three variations...
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pwr + fanpc + (IT + fan;7)

PUE, =
< (IT + fan;)
wr + (IT + fan
PUEbzp ( fan;r)
(IT +fan1T)
wr + fanp- + IT
PUEC=p fanpc

IT

PUE, < PUE, < PUE, but is (b) best?
We don't know....



ITUE

total energy into the IT equipment g

ITUE = _ -
total energy into the compute components i

Copyright © 2013 Intel Corporation. All rights reserved.
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TUE

s Total Energy a+b T Total Energy g
~ ITEnergy  d ~ Compute Energy i

a+b
TUE = ITUE X PUE = -

l intel
Copyright © 2013 Intel Corporation. All rights reserved.
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a)
both

fans
=)

5)

IT
fans
only =

C)
bldg
fan

only =
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@Qoes It work?

%

%

-
,..
-
a
@
%

T — pwr + fanpc + fan;r + compute
¢ compute
S
pwr + fan;r + compute
TUE, =
b compute
N2
. — pwr + fanp. + compute
=

compute

A —...

The lowest TUE vields the lowest

energy use. Yes, it works!

wners



TUE....

« [SC 2013, Leipzig

- TUE, a new energy-efficiency metric applied at
ORNL's Jaguar

- http://eetd.lbl.gov/sites/all/files/isc13_tuepaper.
pdf

« SC 2013, Denver

- BoF: Total Power Usage Effectiveness: A New

Take on PUE
- Number of sites volunteered to evaluate and
report

*QOther brands and names are the property of their respective owners



ExaScale Software energy and power
challenges

* An ExaScale system in 2020 => ~millions of cores
- a major challenge in terms of power consumption and
data communication amongst all the cores

« Compute, network, memory, storage and datacenter
infrastructure share limited total power envelope

- (Changing focus from just reducing power to sharing power efficiently to
maximize science/kw

- (Goal is to get the most Science done within a fixed power budget

« Need smart balance of power between components for
different applications

 Solution; interaction of hardware, resource-manager, and
software at run-time to optimize for power or energy
- establishing “knobs” and protocols for such interaction

intel
Copyright © 2013 Intel Corporation. All rights reserved.
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The four essential HPC elements
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Summary

o \nJater  Density
« Cooling medium of the - Pay attention to weight
future for high density » Question raised floor use
and high performance in new buildings

« Significant risk if water
quality is not maintained

« Power
. A « High density requires
Ir high power
* Air cooling will remain an  AkW/min may be coming
' tant sect
POl . » EEHPC has new power
» Best practices required measurement method

to push into high density - SW and Resource Mgr

part of the solution (inteD

Copyright © 2013 Intel Corporation. All rights reserved.
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References and Resources

Water
« ASHRAE TC 9.9 - Water cooling book
 http://tc99.ashraetcs.org/

Air
« ASHRAE TC 9.9 - range of books and papers

« DC2020 - http://www.datacenter2020.com/

« EUDC CoC-
http://iet.jrc.ec.europa.eu/energyefficiency/sites/energyefficiency/f
iles/best_practices_v3_0_8_2_final_release_dec_2011.pdf

Density
« ASHRAE TC 9.9 - Structural and Vibration book

Power
« EEHPC WG - http://eehpcwag.lbl.gov/
« The Green Grid - http://www.thegreengrid.org/

intel
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The Path (Stair Steps) to Exascale....

3D Integration Next Generation Fabric

(DRAM die

\ Through
Silicon Vla)

y New Memory
Software & Programmability Technologies & Hierarchies

~
Iillliilll

T

... \Will Be Provided by Well Optimized Technologies & Architectures
Co-Des:aned & Worklna WeIIToaether at the Svstem Level.ft;)
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Thank You. Questions?

michael.k.patterson@intel.com






