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Motivation
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• Upgrade XDMoD instance to version 8.1
• Upgrade SUPReMM to version 1.2
• Include new filesystem I/O metrics
• Generate a weekly report characterizing resource 

usage on Cheyenne
• Update and improve procedure for installing, 

upgrading, and configuring XDMoD and 
SUPReMM on internal wiki page and GitHub



XDMoD

Deploying Filesystem Performance 
Metrics Through XDMoD

• An open source tool for HPC resource 
management

• Great for providing a general overview of resource 
usage

• Metrics include CPU hours consumed, average 
job wall time, and average wait time

• Metrics can be grouped by user or PI 



XDMoD Architecture
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Resource Manager Data Shredded/Ingested Data 
XDMoD Data 
Warehouse 

XDMoD Portal 
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SUPReMM
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• An XDMoD module
• Provides job performance data 
• Generates job-level data summarization from 

node-level data
• Raw node-level metrics: 70MB per node per day
• Job-level summary: 36KB per job
• XDMoD Data Warehouse storage: 2KB per job



SUPReMM Architecture
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Ganglia Running on 
Compute Nodes RRDs on Ganglia Server 

Accounting Data in 
XDMoD Warehouse 
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Instance 

SUPReMM Data in 
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SUPReMM 
Summarization Scripts 

XDMoD User Portal 

      
 
 
 
 
 
 
 
    XDMoD

Stitch 



SUPReMM Stitch
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• Job performance data collected by Ganglia is 
stored as an RRD

• Using the accounting data from XDMoD, the 
node-level job performance data can be 
attributed to the appropriate job

• The result is a job performance document 
stored in a MongoDB instance



SUPReMM Drilldown
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SUPReMM Job Analysis
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• Accounting Data and Executable Information
• Summary Metrics
• Detailed Metrics
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Accounting Data



SUPReMM Job Analysis

Deploying Filesystem Performance 
Metrics Through XDMoD

Executable Information



SUPReMM Job Analysis
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SUPReMM Job Analysis
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Detailed Metrics



XDMoD/SUPReMM

Deploying Filesystem Performance 
Metrics Through XDMoD

• Easy to see drops in utilization by project ID, 
user, season

• Diagnose poorly performing jobs using detailed 
job performance data

• Better understanding of how users run jobs on 
Cheyenne



Future Work
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• Improve RRD retrieval time
• Application Kernels – a proactive quality of 

service module



Accomplishments

Deploying Filesystem Performance 
Metrics Through XDMoD

• Upgraded XDMoD
• Delivered XDMoD/SUPReMM service
• Included new metrics (bytes_in, bytes_out, 

pkts_in, pkts_out)
• Fixed double quote bug in project ID 
• Submitted poster to SC19
• Full update of internal wiki page
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